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Abstract

The human brain naturally integrates audiovisual information to improve speech perception. However, in noisy
environments, understanding speech is difficult and may require much effort. Although the brain network is sup-
posed to be engaged in speech perception, it is unclear how speech-related brain regions are connected during
natural bimodal audiovisual or unimodal speech perception with counterpart irrelevant noise. To investigate
the topological changes of speech-related brain networks at all possible thresholds, we used a persistent homo-
logical framework through hierarchical clustering, such as single linkage distance, to analyze the connected com-
ponent of the functional network during speech perception using functional magnetic resonance imaging. For
speech perception, bimodal (audio-visual speech cue) or unimodal speech cues with counterpart irrelevant
noise (auditory white-noise or visual gum-chewing) were delivered to 15 subjects. In terms of positive relation-
ship, similar connected components were observed in bimodal and unimodal speech conditions during filtration.
However, during speech perception by congruent audiovisual stimuli, the tighter couplings of left anterior tem-
poral gyrus-anterior insula component and right premotor-visual components were observed than auditory or vi-
sual speech cue conditions, respectively. Interestingly, visual speech is perceived under white noise by tight
negative coupling in the left inferior frontal region–right anterior cingulate, left anterior insula, and bilateral vi-
sual regions, including right middle temporal gyrus, right fusiform components. In conclusion, the speech brain
network is tightly positively or negatively connected, and can reflect efficient or effortful processes during nat-
ural audiovisual integration or lip-reading, respectively, in speech perception.
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Introduction

In humans, speech perception requires the integration of
multisensory information. During natural conversation,

we simultaneously perceive speech via sound (i.e., a speak-
er’s voice) and visual cues (i.e., a speaker’s articulatory
movements). However, understanding speech in noisy envi-
ronments is difficult and often requires a great deal of effort.
In situations such as these, visual information can help us
better understand a degraded auditory cue if it is congruent
with auditory speech (Grant and Seitz, 2000). In contrast,

if visual information is incongruent with or is competing
with auditory speech cues, an individual might ignore visual
information to recognize speech. When visual speech cues
are presented without an auditory speech stimulus, subjects
having no lip-reading experience will have great difficulty
understanding speech. In other words, unimodal auditory
or visual speech cues in a noisy environment could have dif-
ferent rates of success in terms of speech perception.

Speech perception has been investigated by identifying
multisensory interactions based on stimuli congruency or
intelligibility (Hickok and Poeppel, 2007; McGettigan
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et al., 2012; Scott et al., 2000). Recently, functional integra-
tion across brain regions has been widely researched during
speech perception or comprehension (Abrams et al., 2013;
Schall and von Kriegstein, 2014; Yue et al., 2013). For exam-
ple, under adverse listening conditions, increasing functional
connectivity between frontal and parietal regions has been
shown to facilitate speech comprehension (Obleser et al.,
2007). However, these connectivity studies were examined
in one speech condition such as during auditory-only speech
perception (Schall and von Kriegstein, 2014), silent speech
reading (Chu et al., 2013), or acoustic degradation condition
(Obleser et al., 2007). These task choices made unclear how
modality-specific brain regions and integration regions inter-
act. We supposed that brain regions underlying speech per-
ception could be activated not only during multimodal
speech cue condition but also during unimodal speech cue
conditions (e.g., auditory speech with visual noise and visual
speech with auditory noise). Speech perception involves not
only modality specific processing but also cross-modal inte-
gration. Therefore, we identified speech-related brain regions
that were relatively activated regions (i.e., increased or de-
creased) in comparisons not only between each speech cue
condition and control condition but also between unimodal
speech cue and multimodal speech cue conditions.

We speculate that speech-related regions are differentially
correlated in terms of bimodal congruent speech and unimo-
dal speech cues with counterpart noise. Therefore, we hy-
pothesize that brain network components engaged in
bimodal congruent speech are different from those engaged
in unimodal speech cues with counterpart noise.

To scrutinize the relationship between task-dependent,
speech-related regions, we examined changes in topological
structures of speech-related networks at every possible
threshold using a multiscale framwork. Therefore, we
attained a multiscale hierarchical framework, which has suc-
cessfully modeled group characteristics of certain brain net-
works (Lee et al., 2012; Singh et al., 2008). The framework
of persistent homology uses the all-threshold or threshold-
free approach to disclose the topological structure of brain
networks (Lee et al., 2012). Thresholding for edge weight
has been widely used to determine the skeletal structure of
a network for convenient visualization and interpretation.
However, thresholding for network construction means to se-
lect relatively strong connected edges and to ignore others
that possibly carry undisclosed network information (Bassett
et al., 2012). Persistent homological methods circumvent this
arbitrariness and retain hidden information inherent to the
speech-related network. Several previous studies have al-
ready set measures for interpreting brain networks (Achard
et al., 2006; Bassett and Bullmore, 2006; Reijneveld et al.,
2007; Sporns, 2011; Sporns and Zwi, 2004; van den Heuvel
et al., 2008); however, small-worldness and scale-free mea-
sures still employ a priori-determined thresholds of correlation.
Moreover, we are interested in the connected components and
changes in their relationship using multiscale hierarchical net-
work modeling unlike the graph theoretical approach. Thus,
persistent homology frameworks consider the sequence of net-
works obtained by varying all possible thresholds, a process
called filtration.

In this study, we used functional magnetic resonance im-
aging (fMRI) to compare and visualize these hierarchical
clustered structures of brain networks engaged in bimodal

and unimodal speech perception. Using this approach, we
were able to determine the difference in connected patterns
of speech-related brain networks during bimodal audiovisual
(AV) speech perception in contrast to auditory speech cues
with visual noise (A-VN) or visual speech cues with auditory
white noise (V-AN). We were also able to differentiate brain
networks that were engaged in V-AN speech perception from
those engaged in AV or A-VN speech perception.

Materials and Methods

Participants

In this study, 18 subjects without any history of neurolog-
ical or psychiatric disorders participated in the fMRI exper-
iments. Three of the subjects were excluded from the study
after data collection due to large head-movement. Fifteen
subjects (7 women and 8 men; mean age = 24.8 – 5.1 years)
were included. We had behavioral data for 12 subjects, due
to technical problems, but not subjects’ inattention or drows-
iness. These subjects had normal or corrected-to-normal vi-
sion, and all were right handed (self-reported). They were
native Korean speakers, and had no experience in lip-reading
training. All subjects received monetary compensation for
their participation and provided written informed consent be-
fore the experiment. The fMRI procedure used in this study
complied with the ethical guidelines of the local ethics com-
mittees.

Task design for speech perception

We used the same experimental design as the one used in a
previous positron emission tomography study (Kang et al.,
2006). More specifically, we employed the block design par-
adigm. In all four conditions, moving audiovisual stimuli
were used as bimodal inputs; visual stimuli were faces, and
auditory stimuli were sounds (Table 1). The auditory speech
cue was delivered by a male voice, and the visual speech cue
was delivered by mouth movement. The stimuli consisted of
simple sentences, which were of 3 to 4 unit lengths in Korean
(e.g., ‘‘A sister is a man’’). For visual nonspeech cues, a face
with unopened mouth movements (like chewing gum) was
used, and white noise was used for auditory nonspeech
cues. The four conditions were as follows: In the AV condi-
tion, both auditory speech sounds and congruent visual
mouth movements were presented as bimodal speech cues.
In the A-VN condition, speech sounds were delivered
along with visual nonspeech stimuli. In the V-AN condition,
visual speech cues with auditory nonspeech cues were deliv-
ered. In the control (C) condition, white noise and unopened
mouth movements were presented. During the AV, A-VN,

Table 1. Stimuli Design

Auditory stimuli

Speech
sound

White
noise

Visual stimuli Speech mouth AV V-AN
Gum-chewing mouth A-VN C

A-VN, auditory speech cues with visual noise; AV, audiovisual;
C, control; V-AN, visual speech cues with auditory white noise.
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and V-AN conditions, subjects were required to press a but-
ton for semantically plausible sentences. The probability of
occurrence of semantically true sentences was 50%. In the
C condition, subjects were required to alternatively press
the button on a trial to maintain attention.

Subjects performed the condition through two sessions;
each condition consisted of 8 blocks (4 trials/block), and
32 trials were presented per condition. The order of each
block was randomized. All visual stimuli were delivered
via an LCD-monitor through a back-projected mirror, and
auditory stimuli were delivered binaurally via a headset.
Visual face stimuli in the screen subtended an angle of

about 6� at the subjects’ eye level. During presentation
of auditory stimuli, auditory intensity was subjectively
matched by each subject. Each block, which consisted
of four sentences, was delivered every 28.5 sec. Total
time per session was 9 min 45 sec, including eight fixa-
tion blocks.

Data acquisition and preprocessing

FMRI data were acquired on a GE 1.5T MRI scanner using
a standard whole head coil. We obtained 195 T2*-weighted
echo-planar image (EPI) volumes in each of the 20 axial

Table 2. Significant Brain Regions During Speech Perception and 12 Selected Nodes

for Speech-Related Brain Networks

Talairach
p-Value Network

Contrasts L/R Region BA x y z (FWE-corr) k t-Value node

AV > C
L Posterior insula BA13 �45 �16 2 0.012 380 6.83 Node 04
L Superior temporal gyrus BA22 �45 �22 �4 5.46 Node 05

A-VN > C
L Superior temporal gyrus BA22 �53 �13 0 0.002 613 6.15
L Superior temporal gyrus BA21 �53 �26 �1 4.96 Node 06
L Superior temporal gyrus BA21 �49 �6 �10 4.91
L Lingual gyrus BA18 �11 �86 3 0.001 631 5.65 Node 10
L Lingual gyrus BA19 �22 �67 3 4.90
R Cuneus BA17 8 �70 9 4.63 Node 11

V-AN > C
L Inferior frontal gyrus BA44/45 �45 18 12 0.023 1354 4.97 Node 01
L Inferior frontal gyrus BA44 �45 13 7 4.41
L Anterior insula BA13 �38 13 5 3.86 Node 03
L Anteiror superior

temporal gyrus
BA38 �45 3 �9 3.84 Node 07

AV > A-VN
N.S.

AV > V-AN
N.S.

A-VN > AV R Cuneus BA17 2 �85 7 0.000 948 6.22
L Cuneus BA18 �9 �76 19 5.48
L Cuneus BA18 �16 �86 25 5.09

A-VN > V-AN
L Cuneus BA17 �9 �85 10 0.000 1685 6.92
R Cuneus BA17 8 �66 9 6.92
L Cuneus BA18 �2 �84 21 6.18

V-AN > AV
R Premotor BA6 49 �7 37 0.001 611 6.00 Node 02
R Premotor BA6 37 �10 47 5.77
R Premotor BA6 28 �14 52 4.86

V-AN > A-VN
R Fusiform gyrus BA37 49 �55 �13 0.028 1489 6.27 Node 09
R Middle occipital gyrus BA19 30 �71 14 4.96
R Middle temporal gyrus BA37 45 �63 �3 4.94 Node 08
R Anterior cingulate gyrus BA32 23 16 30 0.040 1366 5.01 Node 12
R Middle frontal gyrus BA6 43 4 40 4.96

The significance was set to a corrected level of p < 0.05 for multiple comparisons at the cluster level. To identify regions, we converted
coordinates from the MNI to Talairach space using icbm2tal transform (Lancaster et al., 2007), and used the Talairach Daemon program to
identify Brodmann’s area. These local maxima are located more than 8 mm apart. The criteria for node selection were one node of local
maxima of cluster or a different Brodmann’s region. We extracted the time course of each node within a 4 mm radius. These details are de-
scribed in the Materials and Methods section of our main text.

Selected network nodes are presented in italics.
BA, Brodmann area; FWE, familywise error rate; MNI, Montreal Neurological Institute.
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planes parallel to the anterior and posterior commissure line
(5 mm thick without gap, matrix size = 64 · 64, voxel size =
3.75 · 3.75 · 5 mm, TR = 3000 msec, TE = 60 msec, and flip
angle = 90�). A high-resolution T1-weighted spoiled gradi-
ent-recalled 3D MRI sequence was obtained for anatomical
reference. Functional images (EPIs) were preprocessed
using Statistical Parametric Mapping (SPM 8; University
College of London, London, United Kingdom). The first
five volumes of the functional image were discarded to
allow for signal stabilization. Before the preprocessing
step, we detected and fixed bad slices using ARTrepair
(http://cibsr.stanford.edu/tools/human-brain-project/
artrepair-software.html). It was used to remove noise spike
and to repair bad slices with a particular scan, and bad slices
were repaired by interpolation between adjacent slices. EPI
functional images were realigned for movement correction
using rigid-body transformation. T1-weighted anatomical
images were co-registered to the mean EPI using mutual
information. To register to Montreal Neurological Institute
(MNI) standard space, the co-registered T1-weighted
image was used to calculate the normalization parameter by
an affine and nonlinear algorithm, which was applied to all
EPIs. To increase the signal-to-noise ratio, spatially nor-
malized EPIs were smoothed with an 8 mm full-width at
half-maximum Gaussian kernel. In the first-level individual
analysis, the fMRI signal was regressed out of the con-
founding effect of movement using six rigid-body motion
parameters. The high-pass filter cutoff was 128 sec to
remove the effects of slow signal drifts. These basis func-
tions can generate a residual forming matrix as confounds
in the design matrix, thus removing these factors in the
generalized linear model (GLM). Statistical parametric
maps of the t-statistics were generated in individual anal-
ysis using GLM. In the second-level random-effect analy-
sis, each contrast image was used to test group significance
levels. Statistical maps were thresholded at a significant

level of p < 0.001 with a minimum extent threshold of 20
contiguous voxels. Significance was set to p < 0.05 at the
cluster level after correction for multiple comparisons
(Friston et al., 1994) (Table 2).

Brain network construction involved in speech perception

Weighted matrix based on interregional correlation. The
first step in forming a brain network is to define a node.
For the construction of the brain network involved in speech
perception, we identified 12 regions of interest (ROIs) as
nodes based on the results of a second-level analysis through
a random-effect model (Fig. 1 and Table 2). The criterion for
node selection was as follows: The node had to be one of the
local maxima of each significant cluster. However, if the sig-
nificant cluster comprised more than one Brodmann area
(BA), we considered them as separate nodes. In addition, if
there were any anatomically identical nodes across condi-
tions, we included only the node that had greater statistical
significance (t-value) among them.

Second, we defined edges linking nodes as follows: We
extracted the time series of each node for the individual
fMRI that calculated weighted mean signal intensity as the
first principal component of all voxel time series within a
sphere (radius 4 mm) at coordinates of each node. We ana-
lyzed the time courses of only the last seven scans for each
speech condition block considering a hemodynamic delay of
6 sec. The seven time courses were then averaged within
each block, yielding time courses of four blocks for each ses-
sion, speech condition, and subject. Since the number of
blocks in each speech condition was eight per individual, it
was not enough to estimate correlation coefficients between
time courses of ROIs. Thus, we concatenated an individual’s
eight data points as a fixed-effect model, so that the data ma-
trix contained 120 (8 blocks · 15 subjects) rows and 12 (ROIs)
columns for each speech condition in each group level.

FIG. 1. Significant activation map of each speech perception condition. Brain regions showing significant activation in
each contrast between speech conditions are overlaid (corrected p < 0.05 at cluster level). Red, blue, and yellow represent
the activation map during audiovisual (AV), auditory speech cues with visual noise (A-VN), and visual speech cues with
auditory white noise (V-AN) conditions compared with the control condition, respectively. Purple indicates common
areas of activation during AV and A-VN conditions compared with the control condition. Cyan and light green represent greater
activated regions during the A-VN condition compared with AV or V-AN conditions, and light yellow and orange during the
V-AN compared with AV or A-VN conditions, respectively. Color images available online at www.liebertpub.com/brain
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Pearson correlation coefficients were computed across the
120 data points between ROIs for each speech condition,
yielding a {12 · 12} matrix of speech-related brain network
for each condition. In this study, we separately analyzed pos-
itive and negative correlation values. The {12 · 12} distance
matrix of each condition was computed by one minus the ab-
solute correlation coefficient (Fig. 2C).

Speech perception networks in terms of persistent homo-
logy. For construction of the connectivity matrix, we ap-
plied a new multi-scale weighted network modeling called
graph filtration to the distance matrix (Lee et al., 2012). To
overcome arbitrariness of thresholding, using filtration, we
observed topological changes in the network over the entire

range of thresholds. The binary network was obtained by
connecting two nodes if their distance was smaller than the
threshold, e. The binary network with the smaller e was a
sub-network of the network with the larger e. So, if we esti-
mated binary networks by increasing thresholds, we obtained
the nested sequence of binary networks (Fig. 2D). This pro-
cedure is known as graph filtration. During filtration, we can
extract the topological invariant feature, the Betti number,
which defines the shape of the topological space in algebraic
topology (Carlsson and Memoli, 2010; Edelsbrunner et al.,
2008). We were especially interested in the 0th Betti number
that counts the number of connected components in a net-
work (Fig. 2E). In graph filtration, when the initial threshold
was equal to 0, all nodes were disconnected and the number

FIG. 2. Schematic overview using graph filtration for the functional connectivity analysis. To select a network node, (A) we
defined the significantly activated areas (corrected p < 0.05 at cluster level) at the second-level analysis. (B) For these 12 regions
of interest (ROIs), the value of speech perception effect in each condition was extracted from the functional magnetic resonance
imaging (fMRI) time courses of each individual’s raw images. (C) The distance (one minus positive or jnegativej correlation co-
efficient) matrices of the 12 ROIs was computed for each condition. (D) Given the threshold e, the corresponding adjacency matrices
were composed by filtration. (E) During filtration, the topological invariant feature was extracted, called 0th Betti number, which
counts the number of connected components in the network. Connected components were represented using varying colors and the
remaining regions as white at each threshold. (F) Single linkage matrices were formed for each condition to express the network
characteristics as a single matrix. (G) Changing patterns of 0th Betti numbers during filtration were visualized by a barcode. (H) We
rearranged the bars in the barcode according to the node indices of location in the brain. Then, this yielded a single linkage den-
drogram for each condition. (I) Edge connections are visualized as a minimum spanning tree, which is the nonredundant skeleton
of each network. F, frontal; L, limbic; O, occipital regions; T, temporal. Color images available online at www.liebertpub.com/brain
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of connected components was equal to the number of
nodes. By increasing the threshold, nodes started becoming
connected with each other and the number of connected
components decreased. Once all nodes were connected, a
single connected component remained and graph filtration
continued to not have any change in the 0th Betti number.
A change of the 0th Betti number during filtration could
be visualized by the barcode, where vertical and horizontal
axes represented the indices of connected components and
the threshold, respectively (Fig. 2G). One bar represented
each connected component, and the number of bars at the
specific threshold was the same as the number of connected
components. Thus, algebraic topology seeks the global
shape of translation-, rotation-, and scale-invariant networks
without considering node location; however, in our investi-
gation, nodes were regions in the brain network. To deter-
mine which node was connected to which node, we
rearranged the bars in the barcode according to the node in-
dices of location. This yielded a single linkage dendrogram,
which is a widely used agglomerative hierarchical cluster
(Fig. 2F). We represented the change of connected network
structures in two different forms: a single linkage matrix and

minimum spanning tree (Fig. 2F, I). The single linkage ma-
trix was used to describe the characteristics of networks and
to yield the difference between networks. The minimum
spanning tree served as the nonredundant skeleton of the
network and was appropriate for visualization to yield
tree-like outputs.

Comparisons of brain networks for speech perception con-
ditions. To compare networks between two speech percep-
tion conditions, differences between dij, which is a value of
each entry of single linkage matrices, were compared with
the null distribution (Fig. 3). Nonparametric paired permuta-
tion testing was used to test the probability that the observed
difference between two different conditions occurred by
chance (the null hypothesis). To make a null distribution of
single linkage matrices (e.g., AV and A-VN conditions) of
dij, we went back to the data matrix consisting of 120 data
points by 12 ROIs where the 120 data points comprised
eight data points for each of the 15 subjects. For two condi-
tions to be compared with each other, 16 data points for each
subject were randomly assigned into two pseudo-condition
data matrices (e.g., pseudoAV and pseudoA-VN). On each

FIG. 3. Nonparametric paired permutation testing based on pseudo-conditions made 10,000 times. To make null distribu-
tions of single linkage matrices, dij (e.g., AV and A-VN conditions) of distance, fMRI values of each ROI (i: 1–12) of ran-
domly chosen individuals were exchanged to yield two pseudo-condition (pseudoAV and pseudoA-VN) data matrices. On
each pseudo-data matrix, single linkage matrices were generated. The difference of each dij was compared with the null dis-
tribution. Significance was set as p < 0.01 (two tailed). Color images available online at www.liebertpub.com/brain
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pseudo-data matrix, single linkage matrices were generated
and differences between two pseudo-conditions were com-
puted. This procedure was repeated 10,000 times to generate
the null distribution of each dij. Significance was set as
p < 0.01 (two-tailed) by permutation test.

Results

Behavioral performance

Behavioral responses of the speech conditions were ana-
lyzed for 12 participants. The behavioral performances of
three conditions (AV, A-VN, and V-AN) were significantly
different (F [2, 32] = 18.1, p < 0.0001). Percentages of correct
response were 75%, 57%, and 31% for the AV, A-VN, and
V-AN conditions, respectively. Subjects had significantly
lower rates of correct answers in the V-AN condition com-
pared with the other two speech perception conditions
[post hoc analysis, Scheffe’s t-test ( p < 0.005)].

Regions of interest selected by their engagement
during three speech perception conditions

We identified speech-related brain regions with areas
showing relatively increased or decreased activation not
only between each speech condition and control condition

but also between bimodal and unimodal speech conditions
(Fig. 1 and Table 2). The left superior temporal region was
involved in all types of speech perception. The anterior
part of superior temporal regions was significantly activated
during the V-AN condition. Additional regions showing sig-
nificant activation were observed in the posterior insula dur-
ing the AV condition, visual areas during the A-VN
condition, and inferior frontal gyrus and anterior insula dur-
ing the V-AN condition compared with the control condition.
In comparisons between speech conditions, there was no sig-
nificant activation during the AV condition compared with
the other two speech conditions, respectively. Bilateral
cuneus were significantly involved in the A-VN condition
compared with AV or V-AN conditions. During the V-AN
condition, significant activation was observed in the right
premotor (BA6) region compared with during the AV condi-
tion and in the fusiform, middle occipital, middle temporal,
anterior cingulate, and middle frontal (BA6) regions com-
pared with during the A-VN condition.

To construct a task-dependent functional network, we se-
lected 12 ROIs consisting of both conjoint and disjoint acti-
vated regions (Table 2 and Fig. 2A). Selected regions were
two frontal, seven temporal, one limbic, and two occipital re-
gions as follows: left inferior frontal gyrus (BA44/45) and
right premotor (BA6), left anterior and posterior insular

FIG. 4. Changing pattern of the connected component during graph filtration in positive coupling. (A) The numbers of con-
nected components depending on the filtration value, e, are presented as barcodes for speech perception conditions. The red
line represents the AV condition, blue for the A-VN condition, and green for the V-AN condition. The vertical axis shows the
number of connected components, and the horizontal axis shows filtration values. (B) Connected edges of the brain are shown
according to the filtration values, 0.3, 0.5, 0.7, 0.8, and 0.9. (C) Connected components of speech perception conditions accord-
ing to the same filtration vales as (B). The darker the color is, the stronger the connection and the earlier merging occurs during
filtration. (D) Single linkage dendrograms of speech perception conditions are displayed. The merging pattern of the brain net-
work is displayed for each speech perception condition during filtration. F, frontal; L, limbic; O, occipital regions; T, temporal.
Color images available online at www.liebertpub.com/brain
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cortices, left superior temporal gyri (BA22, BA21, and BA38),
right middle temporal gyrus (BA37), right fusiform gyrus, left
lingual gyrus, right cuneus, and anterior cingulate cortex.

Network connectivity pattern: a positive coupling

We examined changes in the numbers of connected com-
ponents during filtration in each speech condition (Fig. 4A).
We also visualized the connected regions at five selected dis-
tance thresholds, 0.3, 0.5, 0.7, 0.8, and 0.9 from the left to the
right panels in Figure 4 and Supplementary Movies S1 and
S2 (Supplementary Data are available online at www.liebertpub
.com/brain). During filtration, the clustering patterns of ear-
lier or later merging of regions were different in each speech
perception condition. The more tightly coupled areas were
found to show earlier merging during filtration of the cor-
relation matrix of brain regions. The earliness or lateness of
merging of the connected regions during filtration represents
the hierarchical clustered structures associated with single
linkages of brain networks.

The connected components in terms of positive relation-
ships were observed between speech-related regions. Inter-
estingly, on the single linkage matrix representation by
each filtration value, in terms of connectivity strength, sev-
eral of the same connected components were formed at dif-
ferent filtration values among speech conditions (Fig. 4B,
C). We can visualize details of the connected pattern by barc-

odes representing the number of connected components (Fig.
4A) and dendrogram indexing of connected components dur-
ing filtration (Fig. 4D).

During the AV condition, the left temporal component and
left fronto-temporal component were tightly coupled (Fig.
4C). The changes of connected components can be visual-
ized during filtration by dendrogram (Fig. 4D). More specif-
ically, a visual component was observed in the earlier
filtration value after the connected components were ob-
served in the order of the right middle temporal fusiform,
the left temporal component [superior temporal (BA22)-
left posterior insula-left superior temporal component, and
the left inferior frontal (BA44/45)-the left insula compo-
nent]. Merging between the components spread from
fronto-temporal and occipital components.

During the A-VN condition, the connected component of
the left superior temporal region (BA21 and BA22) was
formed at an earlier filtration value. Connected components
were observed in the visual, right middle temporal fusiform,
left superior temporal-left posterior insula, and left inferior
frontal-left anterior insula regions at filtration values from
e = 0.5 to e = 0.6. Next, connected components of the right
premotor (BA6)–right temporal yielded and then merged to
the right anterior cingulate. After e = 0.6, sporadic clusters
showed up from fronto-temporal-occipital regions.

During V-AN, the first coupled cluster of brain regions
was the superior temporal component (BA21 and BA22)

FIG. 5. Minimum spanning tree of the brain network for each speech perception condition in positive coupling. In positive
coupling, similar connected components were commonly observed as follows: visual, superior temporal, right middle tem-
poral fusiform, and left inferior frontal-anterior insula components. Red color denotes frontal; blue, temporal; green, occip-
ital; and orange, limbic regions. The circle denotes the right hemisphere, and the triangle indicates the left. Color images
available online at www.liebertpub.com/brain
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and visual component at e = 0.22 and e = 0.31, respectively.
As filtration proceeded, superior temporal regions were
coupled to the left posterior insula and the connected com-
ponent of the right middle temporal fusiform at e = 0.40,
and the left inferior frontal-left anterior insula components
were yielded at e = 0.66. The right premotor–the right ante-
rior cingulate component was then formed. The merging
of connected components spread from frontal-temporal
and occipital regions. At last, the visual component was
merged to the fronto-temporal components after e = 0.96,
and the connection slowly grew to yield a final giant
component.

The minimum spanning tree also represents a network that
has the minimum number of edges, which does not allow re-
dundant connections within connected clusters (Alexander-
Bloch et al., 2010; Ciftci, 2011; Lee et al., 2006). The min-
imum spanning trees of the AV, A-VN, and V-AN conditions
are shown in Figure 5. Notably, in positive relationships,
similar connected components were observed among AV,
A-VN, and V-AN speech conditions. For example, the visual
component, superior temporal component, including the pos-
terior insula, inferior frontal (BA44/45)-anterior insula com-
ponent, and right middle temporal-fusiform component,
were commonly yielded.

Network connectivity pattern: a negative coupling

Connected components in negative coupling were ob-
served between speech-related regions. By barcode, the
number of connected regions decreased earlier during the
V-AN condition (Fig. 6A), which meant that the correlation
between regions was stronger and coupling between speech-
related brain regions was tighter (Fig. 7). During the AV con-
dition, the connected component of visual and right middle
temporal/fusiform was extended to temporal and frontal re-
gions (Fig. 6B–D). During the A-VN condition, a temporo-
visual component was observed. Later, the left inferior fron-
tal region was merged to the temporo-visual component.
During the V-AN, unlike the other two speech conditions, vi-
sual and right temporal components were formed earlier;
later, the left inferior frontal region was included at
e = 0.79. The clusters that included temporal and occipital re-
gions then merged to the right premotor region, with the left
anterior superior temporal region merging shortly thereafter.

Differential connectivity engaged in bimodal speech
perception from unimodal speech condition

First, in positive coupling, significant differences were ex-
amined between single linkage matrices at p < 0.01 using the

FIG. 6. Changing pattern of the connected component during graph filtration in terms of negative relationship. (A) The
numbers of connected components depending on the filtration value, e, are presented as barcodes for speech perception con-
ditions. Red line represents the AV condition, blue for the A-VN condition, and green for the V-AN condition. The vertical
axis shows the number of connected components, and the horizontal axis shows filtration values. (B) Connected edges of the
brain are shown according to the filtration values, 0.75, 0.8, 0.85, 0.9, and 0.95. (C) Connected components of speech per-
ception conditions according to the same filtration vales as (B). The darker the color is, the stronger the connection and the
earlier it merges during filtration. (D) Single linkage dendrograms of speech perception conditions are displayed. The merg-
ing pattern of the brain network is displayed for each speech perception condition during filtration. F, frontal; L, limbic; O,
occipital regions; T, temporal. Color images available online at www.liebertpub.com/brain
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nonparametric permutation test (Fig. 3). Since a single link-
age matrix assumes that connected brain regions act as a sin-
gle cluster (regardless of distant in space), during the AV
condition the single linkage between the left anterior supe-
rior temporal and left anterior insula was stronger than dur-
ing the A-VN condition (Fig. 8). The single linkage
between right premotor (BA6) and visual areas (left lingual
and right cuneus) was also stronger than during the V-AN
condition. No significant difference of positive coupling
was observed between A-VN and V-AN conditions.

Second, in negative coupling, no significant difference of
single linkage distance was observed between the AV and
unimodal speech conditions at p < 0.01. During the V-AN
condition, the left inferior frontal (BA44/45) was signifi-
cantly earlier connected to the right anterior cingulate, left
anterior insula, and visual regions, including left middle tem-
poral and right fusiform gyri (Fig. 9).

Discussion

We investigated the changes of network topology among
speech-related brain regions using multiscale hierarchical
network modeling during speech perception. We found
that, regardless of bimodal or unimodal speech cues, similar
connected components were observed among speech-related
brain regions; however, the merging pattern of each con-
nected component was different. During a congruent audio-

visual-speech condition, tighter positive couplings were
observed in the left anterior temporal component and the
right premotor-visual component compared with auditory
or visual speech condition, respectively. Noisy auditory or
visual stimuli hampered positively tighter integration within
this network. Interestingly, during lip-reading, the left infe-
rior frontal (BA 44) region was negatively connected to
right anterior cingulate and visual regions compared with
its connectivity during the auditory speech condition.

We suspect that congruent audiovisual speech perception
needs smaller areas of neural substrates than auditory speech
perception with irrelevant visual cues (Kang et al., 2006).
While no area outside of the temporal cortex was activated
during AV speech perception, during both A-VN and V-
AN conditions, additional areas were activated in the visual
and left inferior frontal regions. As for audiovisual integra-
tion, we could only conclude that superior temporal recruit-
ment showed under-additivity during audiovisual speech
perception (Kang et al., 2006). However, when we scruti-
nized networks of speech-related regions, the left temporal
component was found to be tightly coupled, especially the
left anterior superior temporal and anterior insula, compared
with the auditory speech condition. The left anterior superior
temporal region is involved in intelligible speech, which acts
as an interface between speech-sound representations and
word meaning (Scott et al., 2000; Spitsyna et al., 2006).
The left anterior insula has been known to be responsible

FIG. 7. Minimum spanning tree of the brain network for each speech perception condition in terms of negative relationship.
Left inferior frontal region was tightly connected to the visual region, including the right middle temporal and fusiform during
the V-AN condition rather than the A-VN condition. Red color denotes frontal; blue, temporal; green, occipital; and orange,
limbic regions. The circle denotes the right hemisphere, and the triangle indicates the left. Color images available online at
www.liebertpub.com/brain
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for speech motor control such as coordinating speech articu-
lation (Ackermann and Riecker, 2004, 2010). Although two
anterior temporal regions were activated during V-AN con-
dition compared with control condition, their relationship
was different between AV and A-VN conditions, but not
between AV and V-AN conditions. Therefore, positively
tight coupling of the left anterior temporal component can
reflect speech-sound meanings and speech motor control
based on visual speech cues for efficient audiovisual speech
integration.

The motor cortex, especially the left motor cortex, plays
an active role in speech perception, as it is involved in the
discrimination of speech sounds (Bartoli et al., 2013;
Osnes et al., 2011). This left motor system seems to contrib-
ute to speech perception under adverse listening conditions,
such as under conditions of degraded or incomplete speech
but with recognizable phonetic signals (Osnes et al., 2011).
On the other hand, the right premotor cortex, as detected

by the subtractive design of our study, was suppressed in
the AV condition compared with V-AN (Fig. 1 and Table
2) or control (data not shown) conditions. This might be as-
sociated with a suppressive role for recognizable phonetic
signals during AV conditions. Although there was no statis-
tical difference, coupling of the right premotor and visual re-
gions during the AV condition was similar to that during the
A-VN condition, but not during the V-AN condition (Fig. 4).
It should be noted that strong or weak connectivity is differ-
ent from increased or decreased activation. The tight cou-
pling of the right premotor and visual regions during the
AV could be associated with a strong efficient relationship
between visual input and the speech motor system without
mapping speech onto meaning (Krieger-Redwood et al.,
2013).

The visual stimuli we used in this investigation was silent
speech, and evoked activation in the left superior temporal
sulcus/gyrus (Calvert et al., 1997). Activation in the left

FIG. 8. Differences between single linkage matrices of speech perception conditions in positive coupling. We performed
nonparametric permutation test at p < 0.01. Single linkage matrices are shown at the top for the AV condition, at the left for
the A-VN condition, and at the right for the V-AN condition. The darker the color is, the stronger (tighter and earlier merge
during filtration) the connection is. In 3D-rendered brain images, significantly different connections between these speech
perception conditions are displayed: AV versus A-VN in the top-left, AV versus V-AN in the top-right, and A-VN versus
V-AN in the bottom-center. Color images available online at www.liebertpub.com/brain
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inferior frontal and ventral motor regions during V-AN
reminded us of reports that the left Broca’s area is activated
by hand or mouth movements as well as during speech per-
ception (Rizzolatti and Craighero, 2004) and that neurons re-
spond to actions in the left inferior frontal region as well as in
the left superior temporal sulcus. Interestingly, it has been
reported that individuals who are incapable of lip-reading
utilize a strategy to mimic the speaker’s lip movement,
which activates the left ventral inferior frontal region (Nish-
itani and Hari, 2002). The same strategy is also used for
guessing ambiguous words from unrecognizable sentences
during V-AN, unlike during the A-VN condition. To identify
a speech cue, it is possible that a negative coupling is needed
to exert a more attentional and inhibitory process. The ante-
rior cingulate was negatively connected to left inferior fron-
tal gyrus and visual regions, which may be associated with
conflict monitoring for audio-visual stimuli (Wang et al.,
2005). The semantic judgment of auditory speech in AV
and A-VN conditions is very easy; however, during visual

speech cues with white noise, most subjects having had no
lip-reading training suffered difficulty in speech perception.
Although a negative coupling does not mean inhibitory cir-
cuits are involved in speech perception, there might be an in-
trinsic inhibitory mechanism of nonspeech visual input to aid
in successful lip-reading. Moreover, not only noisy auditory
input but also nonspeech visual cues, that is, face perception
or other visual motion perception could have an inhibitory
influence on lip-reading. It has been shown that middle tem-
poral, visual motion areas are activated during nonlexical
lip-reading (Paulesu et al., 2003). Thus, the changing pattern
of connectivity during filtration would have been af-
fected by the inhibitory anti-correlative characteristics of
this condition.

In this study, we compared single linkage matrices of
speech perception of bimodal or unimodal speech cues
with counterpart irrelevant noise using the permutation
test, which disclosed the differences between connectivity
patterns of speech conditions. Connected components (and

FIG. 9. Differences between single linkage matrices of speech perception conditions in negative coupling. We performed
nonparametric permutation test at p < 0.01. Single linkage matrices are shown at the top for the AV condition, at the left for
the A-VN condition, and at the right for the V-AN condition. The darker the color is, the stronger (tighter and earlier merge
during filtration) the connection is. In 3D-rendered brain images, significantly different connections between these speech
perception conditions are displayed: AV versus A-VN in the top-left, AV versus V-AN in the top-right, and A-VN versus
V-AN in the bottom-center. Color images available online at www.liebertpub.com/brain
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their numbers) are the simplest topological features of net-
works represented by barcodes or dendrograms equivalent
to the 0th Betti number chain complex of topological data
representations (Lee et al., 2012). Graph filtration along
varying thresholds of distance for a single linkage matrix
allowed us to discover hierarchical structures of correla-
tion matrices between speech-related areas. By observing
the changing pattern of these matrices during filtration, we
could identify which regions were more tightly coupled dur-
ing specific cognitive tasks. Thus, this method could help
elucidate network characteristics along all threshold dis-
tances between task-related brain regions.

Thresholds are chosen arbitrarily and thresholding favors
strong edges; thus, interpretation is biased to prominently
coupled brain regions (Bassett et al., 2012). Moreover, infor-
mation within the weighted matrix will not be fully used in
the characterization of activated networks during a specific
cognitive task. This is especially the case if the number of
network edges are different; comparisons become harder as
the calculated network measures get affected by the number
of edges (van den Heuvel et al., 2008). Using our graph fil-
tration method, the network was not thresholded, allowing
us to examine the changing pattern of brain connectivity
over all thresholds.

We interpret later merging areas engaged in the audiovi-
sual speech perception as less tightly coupled, but as a defi-
nitely involved inter-correlated network. Here, the term
inter-correlated network represents connected components
during filtration. We need to pay attention to the fact that ear-
liness or lateness of merging during filtration does not mean
the temporal priority or posterity of neural interaction.
Although the connected component represents one type of
topological feature, which we do not assume is the best met-
ric, the examination of other Betti number, holes or voids
would be a future study. This is the first study of the applica-
tion of the persistent homological framework to speech-
related brain networks.

Understanding the connectivity among regions involved in
speech perception helps explain how processing of speech
information is handled in brain networks. This study provi-
des an example that connectivity analyzed using the topolog-
ical framework of persistent homology avails itself for the
elucidation of mechanisms underlying auditory or visual
speech perception.
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